
MAXIMUM-ENTROPY (MAX-ENT) BASIS FUNCTIONS 

 

Maximum-Entropy basis functions are used to construct approximants for partial differential equations. 

Since construction of max-ent basis functions does not depend on a mesh, they can be employed to 

formulate meshfree methods. This has led to the maximum-entropy meshfree (MEM) method: 
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WHAT IS MAX-ENT? 

The principle of maximum entropy (max-ent) was formulated by Jaynes [1] based on the Shannon's 

principle of entropy [2] as a means for least-biased statistical inference when insufficient information is 

available. The principle of maximum entropy is suitable to find the least-biased probability distribution 

when there is insufficient data to set it up. In the context of meshfree approximants, the probability 

distribution represents the set of basis functions associated to a scattered set of nodes in a given domain. 

Thus, basis functions are viewed as the probability of influence of node i at coordinate x.  

  

The connection between max-ent basis functions and linear approximation was proposed by Sukumar [3]. 

In Ref. [3] the principle of maximum entropy was employed to construct linear approximants on arbitrary 

polygonal domains. In an later work by Arroyo and Ortiz [4], max-ent basis functions were proposed as 

meshfree approximants with emphasis on establishing a smooth transition between finite element and 

meshfree methods. In a forthcoming work by Sukumar and Wright [5] generalized the construction of 

max-ent meshfree basis functions by using the relative (Shannon-Jaynes) entropy functional with a prior 

[6,8]. In particular, when a Gaussian prior is employed the approach in Ref. [4] is recovered.  

  

In order to compute max-ent basis functions, let us consider a prior denoted by . The distribution of 

max-ent basis functions   is the solution of the following optimization problem (principle of relative 

entropy [8]): 
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(Eq. 2a) 

   

 

(Eq. 2b) 

 
 

In Equations (2a) and (2b), . Applying the procedure of Lagrange multipliers and using the 

shifted coordinates , the following expression for maximum-entropy basis functions is 

obtained: 

 

(Eq. 3) 

 
 

and 

 

(Eq. 4) 

 
  

In Equation (4),  the set of Lagrange multipliers   is the minimizer of the dual of the optimization 

problem posed in Equation (1), , which gives rise to the following system of nonlinear equations: 

 

(Eq. 5) 

 
 

which in three dimensions is given as 

 

(Eq. 6) 

 
  

WHY MAXENT AS A MESHFREE APPROXIMANT? 

Finite elements are constructed with piecewise basis functions that possess Kronecker-delta property. 

Basis functions that are endowed with the Kronecker-delta property automatically vanish on the 

boundary. The latter allows the direct imposition of essential boundary conditions on the nodes. However, 

most meshfree methods are constructed with basis functions that may take on negative values. As a 

consequence, the Kronecker-delta property is lost and vanishing of basis functions on the boundary is not 

met. Due to the latter, special techniques need to be employed to enforce essential boundary conditions 

[7,9]. Maximum-entropy basis functions are obtained from a convex optimization problem and thus they 

satisfy the non-negative constraint: 

  



(Eq. 7) 

 
  

The convex character renders the following properties to max-ent basis functions [4]: variation diminishing 

property; positive-definite mass matrices and weak Kronecker-delta property on the boundary. The latter 

property is noteworthy since it enables the direct imposition of essential boundary conditions as in finite 

elements.  

  

ON PRIOR FUNCTIONS 

There are several choices for a prior function. Three of them are Gaussian, Cubic spline and Quartic 

spline. 

 

Gaussian prior: 

  

(Eq. 8) 

 
 

where   and hi is a characteristic nodal spacing that may vary for each node i. 

 

Cubic spline:  

  

(Eq. 9) 

 

where   and    is the radius of the basis function support at node i. 

 

Quartic spline: 

  

(Eq. 10) 

 
 

where   and    is the radius of the basis function support at node i. 

  

In Equations (8) to (10),   is a constant dimensionless parameter that controls the support-width of the 

basis function at node i. 

  

MAXENT DERIVATIVES 

The gradient of max-ent basis functions for any prior is given as 

  

(Eq. 11) 

 
where  

  



(Eq. 12) 

  

 
  

and  is the hessian matrix defined as 
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